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This article reviews the empirical
evidence on the relationship be-
tween social media and political
polarization. We argue that social
media shapes polarization through
the following social, cognitive, and
technological processes: partisan
selection, message content, and
platform design and algorithms.
With nearly 4 billion people now on social
media, understanding the impact it has
on individual cognition and society at
large is increasingly important. There is
a growing body of work examining the
transmission of polarizing content and
divisive information on online platforms.
However, the impact of social media on
political polarization (i.e., the division into
two sharply contrasting groups or sets
of beliefs) remains a contentious issue.
According to one perspective, social media
platforms increase polarization by amplifying
divisive partisan content, moving people
into echo chambers, and incentivizing in-
tergroup conflict [1]. Other scholars argue
that social media does not play a major
role in polarization or sort us into echo
chambers [2]i.

We aim to reconcile this debate by
reviewing the empirical evidence in multi-
ple literatures and highlighting controver-
sies and gaps in our understanding of
these issues. We focus on both observa-
tional and experimental evidence of online
behavior. Although social media is unlikely
to be themain driver of polarization,we posit
that it is often a key facilitator. Here, we high-
light processes by which social media might
shape polarization (i.e., partisan selection,
message content, platform design, and
algorithms). Our article provides a frame-
work for understanding the impact of
social media on polarization.

Controversies and misconceptions
Some of the most widely discussed
aspects of social media’s role in polariza-
tion may be the least influential. A popular
notion is that social media increases polit-
ical polarization by creating online political
echo chambers (i.e., exposing individuals
to increasingly partisan and polarizing con-
tent over time due to selective exposure
and fringe content sites). The number of
Americans who consume highly polarized
content online is dwarfed by the number
who consume more centrist media, or the
number of Americans who simply do not
care about politics [3], although these
data should be treated with caution since
partisans may selectively share or con-
sume content that aligns with their identity
or ideology.

Another source of debate is whether social
media exposure causes polarization at all.
Facebook, for instance, has argued that
the narrative that social media is contribut-
ing to polarization is ‘not supported by
research’ii. Additionally, one prominent
paper found that the most polarized seg-
ment of American society is older adults
and yet this group is the least likely to use
social media [2]. The authors concluded
that social media is therefore unlikely to
be the main cause of polarization. How-
ever, this paper relies on observational
data and did not analyze the causal effect
of social media exposure on people’s
political beliefs (Box 1).

Experimental evidence of
polarization
A pair of recent experiments found that
social media platforms appear to cause
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greater polarization. One large field study
randomly assigned Americans to deacti-
vate their Facebook account (or not) for
4 weeks prior to the 2018 US election.
Deactivating Facebook reduced issue
(i.e., policy preferences) polarization and
marginally reduced affective (i.e., feelings
about the other party) polarization, largely
by decreasing people’s exposure to news
that facilitated a better understanding of
their own party relative to the other party
[4]. With the caveat that its sample was
not nationally representative (e.g., it tended
to be younger, more educated, and willing
to delete their Facebook accounts), the
study provides causal evidence that
Facebook promotes polarization.

This effect might not be generalizable to
all intergroup contexts, especially when
people have homogeneous offline social
networks. A randomized control trial
in Bosnia and Herzegovina found that
deactivating Facebook during Genocide
Remembrance Week lowered ethnic out-
group regard compared with those who
did not deactivate, but only among indi-
viduals who had a homogeneous offline
social network [5]. The political and ethnic
makeup of some online social networks
may be more diverse than offline social
networks, and this can shape the impact
of social media on polarization.

Another field experiment paid Democrats
and Republicans to follow Twitter bots
that retweeted messages by elected offi-
cials and opinion leaders with opposing
political views for 1 month [6]. Exposure
to members of the other party increased
political polarization (although this back-
fire effect was significant only among
Republicans). This highlights a possible
mechanism for how social media may
increase polarization. As social media
tends to amplify extreme viewpoints [7,8],
exposure to hyper-partisans from the out-
group may lead people to become even
more entrenched in their own viewpoint.
Next, we turn to the potential processes
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Box 1. Evidence against polarization suffers from the ecological fallacy

Boxell and colleagues [2] found that greater Internet use is not associated with faster growth in political
polarization among US demographic groups. They found that polarization had increased the most among
the demographic groups least likely to use the Internet and social media (i.e., elderly people). Between 1996
and 2016, polarization grew by 0.23, 0.23, and 0.47 index points, respectively, among those aged 18–39,
40–64, and 65+ years. However, the elderly (65+ years) have substantially lower levels of Internet use. The
study did not measure individual social media usage.

A limitation with the study is that it was correlational and appears to suffer from the ‘ecological fallacy’ – a
logical fallacy in the interpretation of statistical data that occurs when inferences about the nature of individuals
are deduced from inferences about the group to which those individuals belong. It is impossible to know from
these data whether individuals were unaffected by social media exposure. It is possible that social media
experience increased polarization in every age group. Subsequent studies have used random assignment
to determine whether social media shapes polarization. These studies have found evidence that there is a
causal link between social media exposure and polarization at the individual level [3,4].
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by which social media may contribute to
polarization.

Partisan selection
While the internet and social media offer
an overwhelming amount of information,
people tend to seek out information that
affirms their beliefs or identities. Thus,
they often prefer news that is congruent,
rather than incongruent, with their political
views [9]. Research suggests that greater
selective exposure to congruent political
news is correlated with (possibly being
both caused by and causing) polariza-
tion [4].

Not only do people seek out politically
congruent information, they also update
their beliefs more when that informa-
tion supports what they already believe
(asymmetric updating [10]). Finally, they
are more willing to share politically congru-
ent information online [11]. These cognitive
biases in information seeking, belief up-
dating, and sharing may all increase polari-
zation. We posit that these effects are user
driven, although these cognitive biases
may also interact with platform features to
amplify the effect (e.g., seeking out and
engagingwith congruent information results
in the platform’s algorithm exposing the
individual to more similar content).

Message content
Divisive social media messages tend to
receive more engagement, which might
914 Trends in Cognitive Sciences, November 2021, Vol. 25
contribute to polarization. An analysis of
nearly 3 million social media posts found
that posts about the political outgroup
(often reflecting outgroup animosity) were
more likely to be shared than those about
the political ingroup. Each additional out-
group word (e.g., ‘liberal’ or ‘Democrat’
for a Republican post) increased the odds
of that post being shared by 67% and
increased the volume of ‘angry’ reactions
on Facebook (Figure 1) [8]. The rhetoric
about outgroupmembers was usually neg-
ative. Content expressing moral outrage is
also more likely to be shared on Twitter,
especially within – and not between –

partisan social networks [12].

Another reason why divisive content
might be more prominent online is be-
cause it captures our attention [1]. Social
media operates as an attention econ-
omy, whereby individuals, organizations,
and politicians try to go ‘viral’. Sharing
socially divisive content may be an ef-
fective strategy for message diffusion.
Indeed, the most politically extreme
American politicians have the most fol-
lowers [13]. Thus, social media platforms
may be incentivizing moral outrage
and divisive content, especially towards
outgroups.

Platform design and algorithms
The relationship between social media
and polarization is also likely to depend
on the features of the different social
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media platforms (e.g., populations, social
norms, social-feedback dynamics). Such
differences may explain why there seems
to be greater polarization on certain plat-
forms. For instance, researchers in Israel
found more polarization on Twitter than
Facebook and WhatsApp [14]. Similarly,
different platforms may facilitate different
types of polarization. Facebook algorithms
may increase affective polarization while
Twitter has been linked to both affective
and attitudinal polarization [14,15]. Social
media algorithms may further compound
these cognitive processes. Some plat-
forms’ algorithms seem to amplify content
that affirms one’s social identity and pre-
existing beliefs. For instance, Facebook’s
newsfeed seems to increasingly align
content with cues about users’ political
ideology (e.g., following partisan news
sources increases exposure to similar
content) [15].

Concluding remarks
The massive growth of social media under-
scores the need for more work on the im-
pact these platforms are having on human
cognition and behavior. Here, we highlight
how social media may contribute to polari-
zation (although social media use and po-
larization may be mutually reinforcing).
There are numerous limitations in this litera-
ture, including the reliance on observational
studies and the small number of social
media platforms, as well as relatively little
research involving countries outside the
USA. Little is known about the underlying
recommendation algorithms due to lack
of transparency on the part of social
media companies. Given the significant
costs to society of increasing misinforma-
tion, polarization, and other conflict, it is
critical that scholars gain access to data
from these platforms. Without access, it
is difficult to know which platforms, de-
sign features, and algorithms are likely to
foment social conflict. More work also
needs to examine the potential long-
term costs and benefits of social media
for political discourse.
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Figure 1. Partisan rhetoric on social media. (A) Shows the effects of ingroup and outgroup language on retweets, shares, and ‘reactions’ on Facebook (from [8]).
(B) Shows the retweet networks of liberals (in blue) and conservatives (in red) when they include moral emotional language (from [12]).
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